
Reduction of the pulse spike-cut
error in Fourier-deconvolved lidar profiles
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A simple approach is analyzed and applied to the National Oceanic and Atmospheric Administration
~NOAA! Doppler lidar data to reduce the error in Fourier-deconvolved lidar profiles that is caused by
spike-cut uncertainty in the laser pulse shape, i.e., uncertainty of the type of not well-recorded ~cut,
missed! pulse spikes. Such a type of uncertainty is intrinsic to the case of TE ~TEA! CO2 laser trans-
mitters. This approach requires only an estimate of the spike area to be known. The result from the
analytical estimation of error reduction is in agreement with the results from the NOAA lidar data
processing and from computer simulation. © 1996 Optical Society of America
1. Description of the Problem

The lidar resolution is usually of the order of the
sensing laser pulse length.1 So the long-pulse @e.g.,
TE ~TEA! CO2# coherent Doppler lidars ensure satis-
factory accuracy in the measurement of Doppler ve-
locities but they have a too low spatial resolution
~;200–500 m! because of which the information
about small-scale atmospheric inhomogeneities is
lost.2 In general, the lidar return signal F~t! at mo-
ment t after pulse emission is given by the convolu-
tion

F~t! 5 *
2`

`

S~t 2 2z9yc!F~z9!dz9 (1)

of the pulse shape S~q! and the maximum-resolved
~short-pulse! lidar profile F~z!. In Eq. ~1!, c is the
speed of light and z9 is the coordinate along the line of
sight; S~q! 5 P~q!yPp, where P~q! is the pulse power
shape and Pp is its peak value. Here and every-
where below moment t corresponds to the longitudi-
nal coordinate z [ cty2~t [ 2zyc!. A way to improve
the lidar resolution is to solve Eq. ~1! with respect to
F~z!. In this way one can identify the small-scale
~e.g., aerosol! inhomogeneities in the atmosphere and
thus improve the performance of the long-pulse li-
dars. Therefore we have developed3,4 deconvolution
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techniques to invert Eq. ~1! when the pulse shape
S~q! is known without any uncertainty. These tech-
niques, based on Fourier transformation or a Vol-
terra integral equation or a recurrence relation,
ensure good quality for retrieval of the fine atmo-
spheric structure in the absence and presence of
noise. The Fourier-deconvolution algorithm is
based on the expression4

F~t! 5 ~pc!21 *
2`

`

Id~v!F̃~v!exp~2jvt!dv, (2)

where Id~v! 5 @S̃~v!#21 is the Fourier-deconvolving
inverse filter, and the quantity X̃~v! 5 *2`

`

X~q!exp~ jvq!dq is the Fourier transform of a func-
tion X~q! of some time variable q; j is imaginary
unity. Because of various factors the shape S~q!
might be determined with some regular ~determinis-
tic! or random uncertainties that would lead to errors
in the determination of F~z!. The behavior of the
Fourier-deconvolution error dF~t! caused by pulse-
shape uncertainties has been investigated in detail in
Refs. 5 and 6 from which the following general ex-
pression was obtained:

dF~t! 5 Fr~t! 2 F~t!

5 2~2p!21 *
2`

`

F̃~v!Ie~v!exp~2jvt!dv. (3)

In Eq. ~3! Ie~v! 5 f̃ ~v!@S̃~v! 1 f̃ ~v!#21, Fr~t! is the
lidar profile restored with use of the measured pulse
shape Sm~q! 5 S~q! 1 f ~q! considered as a sum of the
true pulse shape S~q! and the uncertainty f ~q! in its
measurement; F̃~v! and f̃ ~v! are Fourier transforms



of F~t! and f ~q!, respectively. A typical case of a
fast-varying short-range uncertainty is the cut of a
pulse spike, which is essential for the TE ~TEA! CO2
lidars having numerous advantages in direct or het-
erodyne modes of detection.7 The model of a TE
~TEA! CO2 laser pulse shape is shown in Fig. 1. It
consists of an initial spike followed by a long tail.
The spike is often not well recorded8 ~it is cut! because
of a large sampling interval. In this case one can
represent the true pulse shape S~q! as the sum S~q!
5 fR~q! 1 fS~q! of the spike fS~q! and the remaining
pulse fR~q!, whose Fourier transforms are f̃S~v! and
f̃R~v!, respectively. Obviously, the spike cut ~omis-
sion of the spike! can be considered as a negative sign
uncertainty f ~q! 5 2fS~q! so thatSm~q! 5 S~q! 1 f ~q!
5 fR~q!. Then one can perform the deconvolution
only with the use of fR~q! @ f̃R~v!# since in Eq. ~2! we
already have Id~v! 5 Id1~v! 5 @ fR~v!#21, and the
corresponding error will be

dF~t! 5 dF1~t! 5 ~2p!21 *
2`

`

d̃F1~v!exp~2jvt!dv, (4)

where d̃F1~v! 5 2F̃~v!Ie1~v! is the Fourier transform
of dF1~t! and Ie~v! 5 Ie1~v! 5 2f̃S~v!yf̃R~v!. As
shown in Refs. 5 and 6, the spike-cut error dF1~t!
~caused by the cut of the spike! consists in a shift up
as a whole of the restored lidar profile ~with respect to
the true one! as well as of distortions in the spectrum
of the retrieved inhomogeneities.
Our purpose in this paper is to describe and to

discuss a simple way to reduce the Fourier-deconvo-
lution error by use of an appropriate approximation
f̃Sa~v! instead of the unknown precise spike spec-
trum f̃S~v!. Despite the discrete numerical charac-
ter of the actual calculations, in our analysis we used
the convenient Fourier integral technique that al-
lowed us to obtain useful analytical estimates of the
deconvolution error and the error reduction ratio,
both of which are valid for discrete data processing.

2. Error Reduction

A way to avoid or reduce the spike-cut error is to
increase the sampling rate, but this approach leads to
hardware problems such as a higher data rate and

Fig. 1. Lidar power profileF~t! averaged over 32 laser shots ~NOAA
data! and model of a laser pulse shape as a function of sample
number ~inset!. The dashed curve in the inset divides the cut ~not
recorded! pulse spike from the remaining ~recorded! pulse tail.
lower dynamic range. Another way to avoid the
above-mentioned difficulties would be to compensate
the absence in the Id~v! spectrum f̃S~v! by some ap-
proximation f̃Sa~v! of it. Then the deconvolving fil-
ter Id~v! 5 Id2~v! 5 @ f̃R~v! 1 f̃Sa~v!#21, which is
much more like the true filter Id~v! 5 @ f̃R~v! 1
f̃S~v!#21 5 @S̃~v!#21, must lead to a reduction of the
deconvolution error. The function Id2~v! can be
represented in the form Id2~v! 5 @S̃~v! 1 f̃n~v!#21,
where f̃n~v! 5 f̃Sa~v! 2 f̃S~v! is interpreted as the
spectrum that corresponds to some new uncertainty
f ~q! 5 fn~q!. In this case the comparison of Eq. ~3!,
for f̃ ~v! 5 f̃n~v!, with Eq. ~4! leads to the following
expression of the deconvolution error:

dF~t! 5 dF2~t! 5 ~2p!21 *
2`

`

dF1~v!x~v!exp~2jvt!dv, (5)

where the reduction factor x~v! 5 2$@ f̃n~v!y
f̃S~v!# f̃R~v!%y@S̃~v! 1 f̃n~v!#. An approximation of the
spike spectrum

f̃S~v! 5 *
2`

`

fS~q!exp~ jvq!dq (6a)

follows from the short spike duration that is of the
order of the sampling interval Dt. Then the exponen-
tial integrand factor @exp~ jvq!# in Eq. ~6a! is a slowly
varying function compared with fS~q! even at frequen-
cies v of the order of the Nyquist frequency vN 5 pyDt.
Instead of Eq. ~6a! this allows us to write

f̃S~v! < f̃Sa~v! 5 pS exp~ jvtm!, (6b)

where pS 5 f̃S~0! is the spike area and tm is the
moment with respect to the spike beginning, at which
the spike reaches its peak value of fSm. Since the
spike duration is of the order of or less than the
sampling interval Dt, the spectral width of f̃S~v! @as
well as of f̃Sa~v!# will be of the order of or larger than
vN, which implies that it is many times as large as
the calculation step Dv in the frequency domain.
Thus, although the spike is cut in the time domain,
its spectrum f̃S~v! and the appropriate approxima-
tion f̃Sa~v! is well described in the frequency domain
and contributes to error reduction.
To obtain an estimate of f̃Sa~v! to be used in the real

calculations one should have some estimates p̂S and
t̂m of pS and tm, respectively. The corresponding es-
timation errors are D 5 p̂S 2 pS ~uDu ,, pS! and Dm 5
t̂m 2 tm. The value of t̂m 5 Dt may be considered as
an estimate of tm because the spike duration is of the
order of the sampling interval. In this case we have
Dm 5 Dt 2 tm. One can obtain estimates of pS by the
use of different techniques such as fast oscillograms
or high-speed analog-to-digital converters. The re-
lations between the concentrations of the gas compo-
nents of the active laser medium can also be used to
estimate the pulse-spike shape and pS.9 One can
also use regression dependencies pS 5 g~ fSm! ~of the
spike area on the pulse maximum! that can, in prin-
ciple, be determined separately and used thereafter
for concrete lidar experiments to estimate pS by mea-
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suring fSm at each laser shot. Thus the actual ap-
proximation of f̃S~v! is

f̃Sa~v! 5 ~pS 1 D!exp@ jv~tm 1 Dm!# 5 p̂S exp~ jvDt!, (6c)

and the expression of f̃n~v! acquires the form

f̃n~v! 5 exp@ jv~tm 1 Dm!#SD 1 * dqfS~q!

3 $1 2 exp@ jv~q 2 tm 2 Dm!#%D . (7a)

The integrand factor in brackets in Eq. ~7a! is a
slowly varying function compared with fS~q!.
Therefore when we perform the integration we can
use the Taylor series expansion of this factor around
the value of q 5 tm. When only the first two terms
of the expansion are used we obtain the following
simplified expression of f̃n~v!:

f̃n~v! < exp@ jv~tm 1 Dm!#~D 1 pS$1 2 @1 1 jv

3 ~q̄ 2 tm!#exp~2jvDm!%! , (7b)

where q̄ 5 pS
21 * qfS~q!dq. An analysis of Eq. ~5!

shows that the essential integration area with re-
spect to v can be determined by some upper limit v 5
vl at which the spectrum F̃~v! 5 F̃~vl! is practically
equal to zero. In this case even in the presence of
restricted components ofF~z!, which are shorter than
~but of the order of ! the tail duration, we have u f̃R~vl!u
. u f̃Sa~vl!u 5 pS. Then in Eq. ~5! we can approxi-
mately assume that @see approximations ~6b! and
~7b!# x~v!'2f̃n~v!yf̃S~v!'2f̃n~v!yf̃Sa~v!52exp~ jvDm!
$DypS 1 1 2 @1 1 jv~q̄ 2 tm!#exp~2jvDm!%. The last
approximation of x~v! allows us to transform the ex-
pression of the error given by Eq. ~5! to the following
explicit form:

dF2~t! < 2@~1 1 DypS!dF1~t 2 Dm! 2 dF1~t!

1 ~q̄ 2 tm!d9F1~t!#

< 2~DypS!dF1~t! 2 d9F1~t!@~q̄ 2 Dt! 2 ~DypS!Dm#,

(8a)

where the prime denotes the first derivative. On the
basis of the supposition that DypS ,, 1 and uq̄ 2 Dtu
; uDmu , Dt, approximation ~8a! can be simplified to
the form

dF2~t! < 2~DypS!dF1~t! 2 ~q̄ 2 Dt!d9F1~t!. (8b)

When uDypSu ,, 1, the module of the first term on the
right-hand side in approximations ~8a! and ~8b! is
much less than udF1u. In addition, the module
ud9F1~t!iq̄ 2 Dt 2 ~DypS!Dmu ~or ud9F1~t!iq̄ 2 Dtu! of the
second term in approximation ~8a! @or approximation
~8b!# is always small compared with the maxima of
udF1u when uq̄ 2 Dtu ; uDmu , Dt, and Dt implies less
than the characteristic period of varying F~t! and
consequently dF1 ~see Ref. 6!. So we can conclude
that the compensation of the absent spike spectrum
f̃S~v! by the approximation f̃Sa~v! 5 p̂S exp~ jvDt! in
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the inverse Fourier-deconvolving filter Id~v! leads to
a reduction of the deconvolution error range.

3. Simulations and Real Data Processing

We have applied the above error-reduction procedure
to a raw-data National Oceanic and Atmospheric Ad-
ministration ~NOAA! Doppler lidar power profile F~t!
that was obtained by averaging over 32 laser shots
~Fig. 1!. The averaging is intended for reduction of
the speckle effects. In Fig. 1 and in the following
figures the abscissa is given as samples, where a
sample is assumed to be equal to 15 m corresponding
to 0.1 ms. A laser pulse shape used in the simula-
tions is represented in the inset of Fig. 1. It was
constructed on the basis of the NOAA Doppler lidar
data8 to provide the pulse tail and an estimate of the
pulse peak and on the assumption that the pulse is a
gain-switched type. The Fourier-deconvolved lidar
profile with the actual ~the whole! pulse spectrum
S̃~v! is shown in Fig. 2~a!. The effect of the spike cut
on the deconvolved profile is shown in Fig. 2~b!. As
can be seen, the lidar information is destroyed be-
cause of the narrow bandwidth of the tail spectrum
f̃R~v!, which leads to a transformation of the high-
frequency components ~corresponding to the small-
scale scattering inhomogeneities! of the lidar profile
F~t! into noise after deconvolution.
To consider the error reduction more precisely we

simulated the restoration process without and with
the addition of f̃Sa~v! to fR~v!. The model of the lidar
profile F~t! @see Fig. 3~a!# consists of a smooth com-
ponent, a high-resolution component at near dis-
tances, and a triple-peak structure that can be used
to introduce discontinuities at a relatively far range.
We used the same sampling interval and pulse shape

Fig. 2. Results of Fourier deconvolution of the lidar profile F~t! in
Fig. 1: ~a! by use of the actual ~the whole! pulse-shape spectrum
and ~b! without taking into account the unknown spectrum of the
lost ~cut! pulse spike.



as that described above. The deconvolved profile
with the use of the pulse tail only ~solid curve! is
compared with the true short-pulse lidar profile
~dashed curve! in Fig. 3~b!. It can be seen that to
disregard the unknown spike spectrum leads to a
typical spike-cut deconvolution error ~see Ref. 6!.
The profile Fr~t! restored by the use of f̃Sa~v! for
compensation of f̃S~v! is not shown separately be-
cause it practically coincides with the initial profile
@Fig. 3~a!# including the discontinuity region where
the deconvolution without spike compensation
leads to strong distortions. In Fig. 3~c! we have
compared the restoration errors dF1 and dF2 for the
cases, respectively, without and with spike spec-
trum compensation. One can see that the range of
the latter error is essentially less than that of the
first. It can also be seen that the behavior of the
reduced error dF2 for D 5 0 is described correctly by
the analytical expression of approximation ~8b!,

Fig. 3. ~a! Model of the original short-pulse lidar profile F~t! used
in the simulations; ~b! the original profile ~dashed curve! and the
profile that was restored with the use of the pulse tail only; ~c!
restoration errors for the cases without spike spectrum compensa-
tion ~curve 1! and with spike spectrum compensation ~solid curves
2 and 3! at D 5 0 and D 5 20.3pS, respectively. Dashed curves 2
and 3 represent the corresponding analytical dependencies @ap-
proximation ~8b!#.
which is also represented graphically in Fig. 3~c!.
In the same figure we compared the reduced resto-
ration error dF2~t! when D 5 20.3pS with the ana-
lytical dependence given by approximation ~8b!.
Evidently there is good agreement between both
dependencies. We also note that, even at uDypSu 5
30%, the error dF2~t! is still too small compared with
the error dF1~t!. Therefore in many cases one can
use estimates of p̂S that were obtained by use of fast
oscillograms or high-speed analog-to-digital con-
verters. When regression curve p̂S 5 g~ fSm! en-
sures a more accurate estimation of pS ~by the
measurement of fSm at each laser shot!, it provides
better error reduction that is comparable with the
case of D 5 0.
The Fourier-deconvolved ~by spike spectrum com-

pensation at D 5 0! NOAA lidar profile is shown in
Fig. 4~a!. One can see clear-cut inhomogeneities of
the lidar profile including the cases of sharp increases
of backscattered power. Because of a considerable
reduction of the error the restored profile in Fig. 4~a!
nearly coincides with the profile in Fig. 2~a! that was
restored by use of the true pulse spectrum S̃~v!. The
behavior of the retrieval error dF2 @determined with
respect to the profile Fr~t! restored by use of the true
pulse spectrum S̃~v!# for D 5 0 and D 5 20.3pS is
represented in Fig. 4~b!. The results confirm the
efficiency of the approach proposed and discussed
here for reduction of the deconvolution error, which
allows one to retrieve correctly the atmospheric in-
homogeneities when they are sensed by long-pulse
Doppler lidars.

Fig. 4. ~a! Result of Fourier deconvolution of the lidar profile F~t!
in Fig. 1 by spike spectrum compensation at D 5 0 and ~b! com-
puted errors in the deconvolution of the NOAA lidar profile given
in Fig. 1 by use of spike spectrum compensation at D 5 0 ~solid
curve! and D 5 20.3pS ~dashed curve!. The errors were calcu-
lated with respect to the lidar profile that was restored by use of
the true ~whole! pulse spectrum.
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4. Conclusion

Since a spike-cut uncertainty in the laser pulse shape
may lead to unacceptable distortions of the Fourier-
deconvolved lidar profiles, a simple approach has
been proposed and analyzed to reduce these distor-
tions, which is based on the use of approximation
f̃Sa~v! 5 p̂S exp~ jvDt! instead of the unknown true
spike spectrum f̃S~v!. The error-reduction efficiency
has been demonstrated by computer simulations and
processing of real NOAA Doppler lidar data. As an
advantage, the error-reduction procedure does not
require any additional hardware for the lidar system.
The decrease of the spike-cut deconvolution error
leads to an increase of the possibility to obtain lidar
power profiles with high resolution. So, TE ~TEA!
CO2 Doppler lidars can be used as typical aerosol
lidars for sensing the planetary boundary layer.
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