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Abstract. The accuracy of a novel Thomson scattering lidar approach for determination of the electron temperature in 
fusion plasmas is investigated by statistical Monte-Carlo modeling of the measurement process. The approach is based on 
the unambiguous temperature dependence of the ratio of the signal powers of two wide Thomson scattering spectral 
regions. It is shown that the accuracy of the novel approach is comparable with those of the center-of-mass wavelength 
approach we have developed recently and the commonly used fitting approach. Thus, such an approach would be 
advantageous by the possibility of using essentially simpler hardware consisting of only two receiving spectral channels. 
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INTRODUCTION 

The knowledge of the electron temperature and density profiles in the tokamak plasmas is very important for 
understanding, characterizing and controlling the plasma processes. Therefore, these parameters need to be 
measured with a good spatial and temporal resolution. Because of the high characteristic temperatures in 
thermonuclear plasmas, from about 200 eV (~2x106 K) near the edge of the torus to 10-20 keV [~(1-2.3)x108 K] in 
the center, the only effective methods for sensing them turn out to be the contactless passive and active optical or 
microwave ones. Among these, the lidar Thomson scattering diagnostic [1] is especially appropriate for 
simultaneous determination of temperature and density profiles in fusion plasmas. It is based on the remote sensing 
of the plasma with an intense laser pulse and on the detection of the backscattered light from the plasma electrons. 
This diagnostic is in operation at the JET tokamak now and is intended to be used in ITER.  

The approach used so far for electron temperature and pressure determination is based on log-linear or non-linear 
fit of the experimentally-obtained lidar-return spectra to the corresponding theoretical expression. Recently we 
proposed and developed two novel approaches for determination of electron temperature Te by analyzing the 
relativistic Thomson scattering (TS) spectrum [2,3]. The first one is based on the unambiguous dependence of the 
“center-of-mass wavelength” of the lidar-return spectrum on Te while the second one uses the unambiguous 
temperature dependence of the ratio of the signal powers of two spectral regions. The potential accuracy of the 
proposed methods is estimated on the basis of the derived analytical expressions of the corresponding rms relative 
errors in the determination of Te [2].  

The main goal of the present work is to analyze in detail the error in the determination of the electron 
temperature in tokamak plasmas by the approach based on the ratio of the signals from two wide spectral intervals, 
depending on the temperature itself and the signal-to-noise ratio achieved. For this purpose Monte-Carlo simulations 
of the temperature measurement process have been performed taking into account the photon flux measurement 
specificity, the bremsstrahlung contribution to the plasma light background and the Poisson noise effects. The 
numerical analysis shows that after an optimization the approach based on the ratio of the signals from two spectral 
intervals would have comparable accuracy with the other two approaches. Also, the possibility of using essentially 
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simpler hardware consisting of only two receiving spectral channels could be an additional practical advantage of 
this method. 

In Section 2 we describe the Thomson backscattering signal from fusion plasmas and the relevant plasma 
background light. The proposed approach based on the ratio of the signals from two spectral intervals is described in 
Section 3, and the results from Monte Carlo simulations are presented in Section 4. The main results are summarized 
in Section 5. 

 

LIDAR SCATTERING SIGNAL AND PLASMA LIGHT BACKGROUND 

The Thomson backscattered signal detected by a lidar is quantitatively analyzed by using the lidar equation. It 
describes the relation between the measured profile of the received backscattered light power, the parameters of the 
lidar system and the characteristics of the investigated high-temperature plasma. As lidar is a time-of-flight 
technique, the received power at the moment t=t(z) after the pulse emission can be expressed as a function of the 
range z=z(t), i.e. t(z) is an unambiguous linear function of the line-of-sight (LOS) coordinate (distance) of the 
corresponding scattering volume. In the following analysis we will consider the spectral form of the lidar equation. 
The received power of the backscattered radiation at a wavelength λs could be written in the form P[λs;t(z)]=Nhνs, 
where N=N[λs;t(z)] is the photoelectron detection rate, h is the Planck’s constant, νs=c/λs, and c is the speed of light. 
Then, the lidar equation describing the photoelectron detection rate for the spectral interval [λs,� λs+dλs] has the form 
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where N0 is the number of photons in the sensing laser pulse, Kn(λi,λs)=Kt(λi)Kt(λs)Kf(λs)EQE(λs), Kt(λi), Kt(λs), 
Kf(λs) and EQE(λs) are respectively the wavelength-dependent optical transmittance of the plasma-irradiating path, 
the optical transmittance of the scattered-light collecting path, the receiver filter spectral characteristic, and the 
effective quantum efficiency of the photon detection, ΔΩ(z) is the solid angle of collection of the backscattered 
radiation as a function of the distance along the line of sight, η(λs,z) is the lidar receiving efficiency, ne(z) is the 
electron concentration profile along the LOS,  λi is the wavelength of the sensing laser radiation, β[λi,λs,ne(z),Te(z)] 
is the Thomson backscattering coefficient (at an angle π) normalized by λi, at a distance z and a wavelength λs. The 
analytical expression for the Thomson backscattering spectrum for high-temperature relativistic plasma is given by 
[4,5]: 
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where r0 is the classical electron radius, vth(z) =[2kBTe(z)/me]1/2 is the mean thermal velocity of the electrons, Te(z) is 
the electron temperature profile along the LOS, me is the electron rest mass, kB is the Boltzmann constant, and 
q[λi,λs,Te(z)] is the depolarization term accounting for the relativistic depolarization effects on the backscattered 
radiation. For scattering at 180o the depolarization can be expressed in terms of exponential integral En(p) [5,2]: 
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 If we consider M receiving spectral channels with wavelength intervals [λs1k,�λs2k] (k=1,...,M), the mean 
return signal in each of them, in number of photoelectrons per second, could be written as 
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 The dominating component of the fusion plasma background light in the visible spectral range is the 
bremsstrahlung. The bremsstrahlung photon emissivity spectrum from fusion plasma per unit solid angle is given by 
the expression [6,7]: 
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where Zeff (z) is the effective ion charge, the quantities kBTe and hc/λ are in eV, exp[-hc/(λ kBTe)] ≈1 and ),(~

eff Tg λ  

is the so-called Gaunt factor that depends weakly on Te and on the radiation wavelength λ, and accounts for the 
quantum effects, the electron screening of nuclei, etc.[8]. For the photoelectron rate characterizing the parasitic 
background due to plasma light penetrating into the k-th spectral channel we obtain the following expression [2]: 
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where AD is the photon detector effective area and ΔΩD is the solid angle determined by the relative aperture of the  
receiving optics. 
 
 

TEMPERATURE MEASUREMENT APPROACH 

Let us consider two spectral intervals of the relativistic Thomson backscattering spectrum from fusion plasma 
[λs11, λs21] and [λs12,λs22]. According to Eq.(4), the ratio R of the signals is given as   
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This ratio is an unambiguous function of the electron temperature Te and may be used for measuring it.  
The linear error propagation approach to estimating the rms error δTe in the determination of Te [2] at relatively 

high signal-to-noise ratios 2/12/1 )/1/()( kbkdkk NNNSNR += τ leads to the following expression: 
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where τd is the system response time arising here as a factor accounting for the process of convolution between the 
lidar signal and the receiving system response shape.  
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NUMERICAL ANALYSIS OF THE THOMSON SCATTERING MEASUREMENTS 

The goal of the numerical simulations performed was to analyze the error in the determination of the electron 
temperature by the approach based on the ratio of the signals from two spectral intervals. For this purpose the entire 
Thomson scattering measurement procedure in the plasma had to be simulated.  

We suppose that the TS spectrum is observed within the wavelength region from λl=350 nm to λu =850 nm. This 
is in accordance with the spectral sensitivity ranges of the available photon detectors [9]. For applying the Te –
measurement approach discussed here, the wavelength interval [λl,λu] is divided into two subintervals [λl, λm] and 
[λm,λu]. The sensing laser is supposed to emit pulses of energy E0=1 J at λι=694 nm. The minor radius of the torus at 
the LOS direction is supposed to be 1 m, i.e. the fusion plasma is supposed to occupy the LOS region of length of 2 
m. The solid angle of collection is supposed to have a value of 0.005 sr at the center of the plasma cross-section. 
Further, we assume that the optical transmittance of the input path is Kt(λi)=0.75, the transmittance of the collecting 
path is Kt(λs)=0.25 for λs∈ [λl,λu], the receiver filter spectral characteristics Kf(λs)=1, and EQE=0.05 for both the 
measurement channels (see, e.g., [9]). The detector’s etendue E=ADΔΩD needed for the estimation of the plasma 
bremsstrahlung photoelectron rate is assumed to have a value of 1 cm2sr. The factor of reducing the plasma light 
background conditioned by the plasma torus observation pupil is supposed to be 0.3. Finally, the system response 
time τd and the sampling interval τs of the analog-to-digital converter are assumed to be 500 ps and 100 ps, 
respectively. This choice corresponds to 7.5 cm spatial resolution interval and 1.5 cm sampling step, respectively.  

In order to determine the calibration function R(Te), the electron temperature is varied from 0.1 keV to 10 keV 
(or to the maximum value we expect to be achieved in the plasma) with a step ΔTe=0.1 keV. For these temperatures 
the corresponding mean TS photoelectron rates for both channels, N1(Te) and N2(Te), are evaluated on the basis of 
Eq.(4). Then the calibration function R(Te)=N1(Te)/N2(Te) is determined. The estimations performed show [2] that the 
rms error for Te > 1 keV has minimum values at λm=600 nm. In Fig.1 we present the calibration function R(Te) 
obtained for this choice of the wavelength λm. 
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FIGURE 1. Calibration function R(Te) for the Te - measurement approach based on the ratio of the signals from two spectral 

intervals. 
 
In order to estimate the rms error in the determination of Te as a function of Te we performed Monte Carlo 

simulations at a fixed LOS position in the plasma. In this case the mean TS and background photoelectron rates 
[evaluated on the basis of Eqs.(4) and (6), respectively] are functions of Te only. The temperature Te is varied again 
with a step ΔTe=0.1 keV. At known mean values N1(Te)τd and N2(Te)τd, and Nbr1(Te)τd and Nbr2(Te)τd, by using 
Poisson random-number generator we produce H realizations, de
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In Fig.2 the Monte-Carlo estimated relative rms error ee TT /δ̂  is compared with the theoretical estimate obtained 
by using Eq.(8) for the LOS position corresponding to the center of the plasma cross-section. The results presented 
are for two different values of the electron density ne(z)=5x1019 m-3 (a) and 0.5x1019 m-3 (b) (in fact, for different 
SNR). It is seen that the error behavior is consistent with that predicted analytically. As can be expected, the error 
increases with the decrease of the ne (i.e. with the decrease of SNR). Also, for a fixed value of the electron density, 
the SNR vary with the increase of the electron temperature. Naturally, the error increases with the decrease of the 
signal-to-noise ratios SNRk=[Nk(Te)τd]1/2/(1+ Nbrk(Te)/Nk(Te)]1/2 , k=1,2 [2]. For instance, at ne(z)=5x1019 m-3 the 
lowest values of the relative error are achieved at Te~5 keV, where SNRs have their maximum values: SNR1~36 and 
SNR2 ~ 50. At ne(z)=0.5x1019 m-3 minimum values of the error are at Te~4 keV, where SNR1~12 and SNR2 ~ 17. 
One may notice as well that the obtained by the simulations values of the error are greater than those predicted 
theoretically for Te < 4 keV (a,b) and Te > 12 keV (b) due to decreasing the values of SNRk. As a whole, at 
ne(z)=5x1019 m-3, the relative error has values below 10 % for Te > 1 keV, and even lower than 5 % for 3 keV< Te 
<13 keV. In the next Fig.3 the recovered temperature values from different realizations (at Te = 5 keV, ne(z) = 
5x1019m-3) are shown.  
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FIGURE 2. Relative rms error δTe/Te in the determination of the electron temperature Te for two different values of the 

electron density. The theoretical results and the results from Monte-Carlo simulations are represented respectively by curves and 
points. 
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    FIGURE 3. Recovered temperature values at the LOS 
position corresponding to the center of the plasma cross-

section (at Te = 5 keV, ne=5x1019 m-3) obtained from 
different realizations.  

 
The comparison of the proposed method for determining the electron temperature with the widely used fitting 

approach and the developed by us center-of-mass wavelength approach [2,3] shows that they have comparable 
accuracy. This is illustrated in Fig.4, where the theoretically estimated relative errors of the three above mentioned 
approaches, for the same input parameters, as well as the corresponding results from the simulations are presented. 
The spectral intervals used in the center-of-mass wavelength and the fitting approaches are optimally chosen to 
ensure minimum measurement errors [2,3]. 

One restored LOS profile of the electron temperature is compared with the input model profile in Fig.5. In this 
case the fluctuating LOS profiles of the TS signal and plasma light background for each of the spectral channels are 
determined as above. The upper and lower curves denote the standard deviation limits in obtaining Te. As seen, the 
procedure of recovering the Te profile is stable and accurate. 
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FIGURE 4. Theoretically estimated relative rms errors 
δTe/Te in the determination of the electron temperature Te by 
using the ratio of the signals from two spectral intervals, the 

center-of-mass wavelength, and the fitting approaches. 

FIGURE 5. One restored LOS profile of the electron 
temperature Te compared with the input model profile. The 
upper and lower curves denote the standard deviation limits 

in obtaining Te. 
 

CONCLUSION 

In the present work we have estimated by numerical simulations the accuracy of the novel approach proposed for 
determination of the electron temperature profiles in fusion plasmas by Thomson scattering lidar. The approach is 
based on an analysis of the relativistic TS spectrum and uses the unambiguous temperature dependence of the ratio 
of the return-signal powers of two spectral regions. As a result of the performed Monte-Carlo simulations we have 
obtained the authentic rms temperature-measurement error as a function of the electron temperature and the signal-
to-noise ratio. The results obtained confirm the analytical expressions in their region of validity, where the SNR is 
well above unity. The analysis of the results shows that at pulse energy of 1 J and sensing radiation wavelength of 
694 nm the relative rms error is below 10% for temperatures between 1 keV and 20 keV, and even below 5 % for Te 
between 5 keV and 13 keV and ne = 5x1019m-3; in this case, the mean SNR achieved is about 40. Note that the 
relative rms error of the considered power-ratio approach at λm=600 nm is comparable with and even lower for Te 
>11 keV than the errors intrinsic to the center-of-mass wavelength approach and the fitting approach. So, this 
approach may be advantageous due to the possibility of using essentially simpler hardware consisting of only two 
receiving spectral channels.  
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